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1. Background: Content Moderation of E2EE Images 2. Perceptual Hashes of Images
NOT known to server
Shared - : ChickenPieYum@55 98dc67d9c7394e37 | Input: Image
Encrypted data cannot be viewed by z:;r Hash Algorithm ;gzg:;:;::csb?’cf 0%7; Output : Fixed length hash
SENEE] server without the shared key ~ Recelver: *|  33d997e6c9c0cc * Hashes can be compared to
E.;.;_ Output determine whether two

M @ i Fixed-length hash string Images are visually similar.
“Hello™  sender encrypts Receiver “Hellol” We utilised Difference Hash (dHash), Perceptual Hash (pHash), Wavelet Hash

Image dechpEimage (wHash) [1] and Non-negative Matrix Factorisation Hash (NMFHash) [2] in our work.

» “yG12nUVMXagxUXhdxmYU9Tg=="

Server sees

A) Setting: E2EE Image Communication 3 our Work
Two users (Sender, Receiver) send images via an untrusted server. The server should

Prior work proposed various “perceptual hashes” for comparing encrypted images

P : . (— .
s
with known databases of R21 content. We consolidate and improve upon this work by 2) Combined hashes into novel, 4) & Python Ilbrary and

never get access to the original content being sent, preserving user privacy. ?: Can the accuracy of perceptual hashes in detecting visually similar
B) Challenge: Content Moderation with E2EE images be improved via a combination of perceptual hash algorithms?
Server wishes to block undesirable (“R21”) images without affecting neutral (“PG”) ] ]

images. But how does the server efficiently do this without decrypting the images? Our Contributions 3) & Testing on real-world
C)Our Solution: Improved Content Moderation in E2EE 1) €, Survey of Perceptual Hashes datasets

combining them using a novel decision tree. Decision Tree approach proof-of-concept application

4. Novel Decision Tree Approach to Content Moderation using combination of Perceptual Hashes

4.1 Server - Client Protocol for E2EE images 4.2 Visually similar? 4.3 Our Decision Tree_ Simiartes

e Each decision node makes use of one of the hashing |
algorithms with their specific threshold conditions.

e Threshold values are obtained by making use of
machine learning to find patterns in similarity data

1. Setup: Server hashes all images in database
using all hash algorithms and stores resultant

dHash
sim £ 0.334

True l False

NasnNes ghash  phash  whash  nmfhash

to encrypted image data and sent to server. ~a roe | rae rue | Fatse
vT...AMIcOb4..25b2led54..17e8|fc00...ddOOW!!_...I:1! 4.4 Evaluation Methodology : \ . o

= Different Similar Similar
Encrypted Image DataldHash|pHash|wHash|NMFHash | Malicious users may apply A) Baseline Approaches | |
colour or geometric filters We compared our decision tree approach to two baseline approaches:

3. Similarity: Server calculates a similarity score | to their images, creating

hash algorithm.

e Accuracy - overall effectiveness considering both positive and negative predictions
e Precision - how many predicted positives are actually positive

¢ Recall - how many actual positives were correctly identified

e F1 Score - provides a balanced view of precision and recall

decision tree to check if image is visually similar | these modified images are

to any images in the database. visually similar to the
original image.

c9b4063a(ed55f2ce€ fc00ff0eei W!! _Hw!l from all four hash algorithms as a whole. ¢ v
aa16a9d6:c174b4807000074feS PIIK!IQ!le e Machine learning model does NOT analyse the &m0 Sim< 0976
. . . |"| in im ir 3( - I - I True | False True I False
2. Send: Image to be sent is hashed client-side to . g- _al ages d ef:t RIVacy-preserving 1 )
: e Decision Tree remains static after its initial Similer
produce a list of four hashes. Hashes are appended ) NMFHash pHash
construction sim < 0.829 sim < 0.347

e Individual Hashes, where images are classified as similar or different considering only one

for each pair of hashes modified images to . . . . .
P . R dgt N e Majority Decision, where verdicts of all four hash algorithms are considered separately,
0.93910.84810.799]0.977 =+arbitrary values cireumyent detection. and the majority verdict is taken as the final.
Hence, we test the decision B) Perf Metri
4. Verdict: Server passes similarity scores into tree’s ability to detect that ) Performance Wetrics

¥

5. Decision Tree Efficacy 6. Software Contributions
5.1 Summary _of Results 9.2 Observations s GitHub lib «ynihasher”. f
Approach Accuracy (%) Precision (%)  Recall (%) FiScore(%) Using the best performing individual :.m: :ﬂ o ) it 1: | l"atl"yf uninas ter , 1Or
hash (dhash) as benchmark, | :ﬂm :“: evelopers to Incorporate our
dHash 89.18 100.00 78.22 87.78 ° Majority Decision approach has -:-.'u,,.n_'r‘;..‘rmq.‘ﬂ:im;-lh_:rﬁlmw\hd“Mln:z&?}:{f@ﬁ'ﬂhh_tﬂ*ﬂjw""ﬂqﬂ_lv_nﬂﬂ'wﬂd.mw:ﬁ EE::-: decision tree Solution into their
pHast 83.81 10000 | 77:48 — limited ability to improve e oo applications.
wHash 88.76 99.18 78.04 87.34 p.erformance beyond that of any S . e Proof-of-concept chat
single hash algorithm. : . .
NMFHash 75.45 97.73 51.81 67.72 - _ . application demonstratlng our
e The Decision Tree, using a R ET Yl unihasher 0.1.5 _ _ _
Majority Decision 89.18 100.00 78.22 87.78 combination of all four hash '.-:: 3.::. 2 EE—— llbrary INn action.
Decision Tree 95.12 99.80 90.36 94.84 algorithms, shows a significantly

improved accuracy and F1 Score.

9.3 Discussion

In particular, the Decision Tree produced significantly fewer false negatives, such 7. Future Work 8. References
that fewer visually similar images go undetected. For content moderation of

images, this is desirable as it prevents potential cascading effects resulting from Extending to videos or Eﬂj;ﬂ; ea;’.J" image hash Python tbrary.
the spread of harmful but unblocked content. 4 animated images https;//githgb_com/Johanneg,Buchner/imag
We also tested our Decision Tree on a completely separate dataset of 10,000 _ _ ehash?tab=BSD-2-Clause-1-ov-file#readme
Images, with the exact same decision nodes as obtained in 4.3 above. Our Decision IIII EXplEg:f;;gogﬁti';::rent I[Dze]rf:'eﬁzga,l)l(réznﬁa?snh?nsg' 22:25’;2‘;?#;

Tree approach achieved a high accuracy of 91.94% and F1 Score of 91.42%,
showing its high generalisability - the same thresholds can be easily applied to
different types of images, thus having high potential for application amongst wider
contexts and more general use cases without requiring retraining of the tree.

More complex decision tree no. 3, pp. 711-724, March 2014, doi:
with confidence score 10.1109/TKDE.2013.45.
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